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Le‘t Xigxggcnopxiyocul’xm be I'andom VariablGSy al’ld deflne the Sam_ple

Spacte L. as the cartesian product set of the Xi

m.
- T,

i=1
4 typical element of 2 (an ordered m-tuple of values of the Xi) will

be denoted by e If P is a probability measurc over SL then a

function £ with
W = oW
f< k> P( k)

i1s called a probability distribution over . Clearly

flw)> o

[ d Pl s

0

(where integration is meant in +the Riemann-Stiecltjes sense). Wote
m

that £ is a function of m variables, becausew , € T X,.
i=1

P

To define & "concept" we interpret the Xi as dimensions (not necces-
sarily those of the Euclidean space R) andSL as tho sot of all

possible stimuli. We now define a concept C1 as an ordered pair

¢ =<D]ﬁf£>
with

140
where f, is some probability distribution function ovex;[kig Without
loss of generality, however;, we may tmkelld_=-fl and define ¢ as

4
follows:

1 =<?L ’ ¢1>
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where ¢1 is the product of T, and the indicator of 1L ,+ This means
that #f, (LW, ) = fl(udk) for ecachl) € 1, and f, = 0 elsewhere.

Clearly 5’251 is a probability distribution with

Ltggl(w)dF(w)’fos‘(‘“’))d“‘“’)‘Lﬁ(“)dr(“)zﬁx'{.(‘”)dr@)ﬂ

Because of this it is possible without any ambiguity, given the
sample space LL , to definc a concept Hi ocver this sample space as a
probability distribution over L, which assigns to each wkéﬂa
value ¢1Q*)k) on the open interval (0,1). Under the usual inter—

pretation of conditional probability we may write
P(w k/Hi) = ¢1(wk)

In words this reduces to the trivial éta%oment:the probability of

Wi, given that the relevant distribution is ¢1, equals p’i(w k)'

L,

Conpider as an example

Xi {redly groen}

X2 {SQuare, circle}

1

i

S0

i

£

{red square, red circle, green Square, green -

oirclé}

Five arbitrary concepts are defined in the following table (where the

element (1,k) is the ¢1(bd k) value).

Wi kdé Wi Wy
g, «50 .50 .00 .00
#, «00 200 .50 .50
¢3 . 50 .00 .50 .00
¢4 .20 «10 .60 L1310
¢5 . 40 +40 .10 L10
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According to the classical definition a concept is a class of sti-
muli having some property in common, or

C, = {?‘, yELL & Fif}
where Fl is the relevant predicate that partitions Sk into two
mutually exclusive and exhaustive subsets: the positive end negative
instances of the concept Clo In our example we may identify Fi with
the predicate "red", F2 with ”green“ and F3 with 'square'. In the

L

H4 case confusion arises. The most reasonable thing to do would be %o
define F4 as ""red or green" or 'square or circle" which implies
Cy =dL, For the same reasons Cs =S,

-5 -
In a typical concept learning experiment the subject has to dig~
criminate optimally between the positive and negative instances of
a particular concept Hi' Now it is easy to sece that in the case
of H4 or H5 the class of posgible positive instances C and the
class of poasible negetive instances G are the sames

C=0C=xL
This means that if we define a concept as a subelass ) 1 of L%
then in "probabiligtic® cascs as for example H4 and HS every stimu~
lus is both a positive and a negative instande of the concepdb.
If 8' task in a particular oxperiment isbfo discriminate botween the
concepts corresponding to H4 and H5 then the "class"-definition
implies that 04 = CSa If'y on the other hand, we identify concepts
with probability distributions, this undesirable congequence doos
not rise. Moreover, we may apply this definition equally well %o

H, and H..

the deterministic cases such as Hi’ 5 3

———
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Compare the following definitionss
A 2 A concept is a clags of stimuli which are specified by dimensions
in such a way that the values on cach dimensioﬁ arc varied
according to probability distributions.
B s A concept is a probability distribution over the total stimulus
spacac.
- C ¢ A concept is a point in a m-dimensional space.
We have seen that definition A implics in some cases that Ci=02=ia..
It is possible to avoid this undesirable congsequence by applying
4 %o the sample from SL used in a particular oxperiment, but this
is hardly a satisfoctory way out (the worse our sampling, thc' better
our definition works, vice versa). Definition B does not postulatoe,
somewhere in the subject's head, & roprescutation ofy say, a echair
in the form éf a probability distribution. Tt is s description of
the way S uses the word "chair', and in artificial laboratory situ-
ations a description of the way E is going to use the word "VECH
while giving feedback. Definition C can be interpreted as o special
cagse of A and B:
(3:) {(xe08 8, (01) & D) 0H 239, 05) = o>}
Another, somewhat plationistic, interpretation of C is to define
a concept a@s the expected valuec (or some other measure of central
tendency) of the probabllity distribution of definition B
c, ‘f;ﬁ:“ 7, (w7 (1)

(which presupposes however thet all Xi‘s are measurable).




In summery: our preposal is %o define a concept as a probebility
distribution over the stimulus spacefL ., This means that a concept
is the description of the way a word (or somec other linguistis
entity) is usocd. Amofher possibility is to define a concept as
some kind of central tendency of all the ways in which a parti-
cular word is used (all the situations in which it is applied).
The choice tetweon definitions B and C \both definitions of 2 con—
cept, l.e. of the denotative meaning of & word) is a matter of
philogophical taste, although it is obvious that we throw away

useful information if we only consider the central tendency (&.q.

the first moment) of the distribution.
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